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Abstract  

Task-irrelevant visual stimuli can enhance auditory perception. However, while there is some 

neurophysiological evidence for mechanisms that underlie the phenomenon, the neural basis of visually-

induced effects on auditory perception remains unknown. Combining fMRI and EEG with 

psychophysical measurements in two independent studies, we identified the neural underpinnings and 

temporal dynamics of visual-induced auditory enhancement. Lower- and higher-intensity sounds were 

paired with a non-informative visual stimulus while participants performed an auditory detection task. 

Behaviourally, visual co-stimulation enhanced auditory sensitivity. Using fMRI, enhanced BOLD-

signals were observed in primary auditory cortex for low-intensity audiovisual stimuli which scaled with 

subject-specific enhancement in perceptual sensitivity. Concordantly, a modulation of event-related 

potentials could already be observed over frontal electrodes at an early latency (30-80 ms), which again 

scaled with subject-specific behavioural benefits. Later modulations starting around 280 ms, i.e. in the 

time range of the P3, did not fit this pattern of brain-behaviour correspondence. Hence, the latency of 

the corresponding fMRI-EEG brain-behaviour modulation points at an early interplay of visual and 

auditory signals in low-level auditory cortex, potentially mediated by crosstalk at the level of the 

thalamus. However, fMRI-signals in primary auditory cortex, auditory thalamus and the P50 for higher-

intensity auditory stimuli were also elevated by visual co-stimulation (in the absence of any behavioural 

effect) suggesting a general, intensity-independent integration mechanism. We propose that this 

automatic interaction occurs at the level of the thalamus and might signify a first step of audiovisual 

interplay necessary for visually-induced perceptual enhancement of auditory perception.  
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Introduction  

Real-world events often stimulate more than one sense. By using mutual information from several input 

modalities the brain can decrease modality-specific noise - caused by the noisiness of the sensory input 

and of brain responses - and thereby increase the overall robustness of its estimate of the physical world. 

Evidence for this multisensory interplay (MSI) has been shown with numerous different behavioural 

paradigms and for different modality-combinations (Chandrasekaran, 2017). Previous behavioural 

studies have consistently demonstrated an increase in performance for simple audiovisual stimuli 

(Frassinetti et al., 2002; Jaekl & Soto-Faraco, 2010; Lovelace et al., 2003; Feng et al., 2017; Noesselt 

et al., 2010) as well as more complex multisensory objects (Beauchamp et al., 2004; Beauchamp, 2005; 

Doehrmann & Naumer, 2008; Noppeney, 2008). Importantly, these behavioural benefits appear to be 

more pronounced if unisensory inputs are weak, i.e. less reliable (Nath & Beauchamp, 2011; Rohe & 

Noppeney, 2015), in accordance with the neural principle of inverse effectiveness (Meredith & Stein, 

1983; Stein & Meredith, 1994). On a computational level, the weighting of multisensory inputs by their 

reliability was first conceptually described as modality-appropriateness (Welch & Warren, 1986), and 

was later formalized mathematically by maximum likelihood estimation (Ernst & Banks, 2002) and 

Bayesian causal modelling (Kording, 2014). These methods can successfully predict a range of 

multisensory phenomena by the weighting of sensory inputs.  

On the neural implementation level, multiple structures appear to aid MSI. These include traditional 

multisensory convergence zones in temporal, parietal and frontal areas. Classical theories on MSI have 

favoured serial hierarchical models with unimodal processing in putatively unisensory cortex followed 

by multisensory interplay in higher-order association cortex (Felleman & van Essen, 1991). In clear 

contradistinction, more recent results from a multitude of imaging studies in humans have provided 

evidence that putatively unisensory cortex and even primary sensory areas are modulated by MSI (for 

review see e.g. Driver & Noesselt, 2008). Concordantly, anatomical tracing studies in animals revealed 

direct connections between V1, A1 and S1 (for gerbils plus a current review of animal studies see 

Henschke et al., 2015) and even modulations in sensory-specific thalamic nuclei (Komura et al., 2005; 

Tyll et al., 2011). However, the modulation of fMRI-signals in putatively unisensory cortex       – 

observed in behaving humans – could either be due to integration at the thalamic level, direct cross-talk 

between sensory-specific cortex or feedback from higher convergence zones (Driver & Noesselt, 2008). 

These scenarios can only be disentangled if the time course underlying the fMRI-signal modulations is 

known. 

In principle, electrophysiological recordings from animals and humans could shed light on the temporal 

dynamics but have provided mixed results. Using invasive electrophysiological recordings in 

anesthetized rats together with pharmacological silencing of V1, Sieben and colleagues (2013) observed 

an initial superadditive boost of tactile responses in tactile cortex due to visual co-stimulation even after 

silencing of V1. This finding suggests that initial crossmodal interplay might already occur at the level 
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of the thalamus. Moreover, animal studies on audiotactile and audiovisual interactions in macaques 

(Lakatos et al., 2007; Lakatos et al., 2009) have hinted at phase resetting of ongoing brain responses in 

cortical areas as a potential mechanism governing MSI at the neuronal level. In contrast, only some 

human event-related potential (ERP)-studies have observed low-latency modulations of auditory evoked 

potentials (around 50 ms) due to co-stimulation in the tactile (Murray et al., 2005) or visual modality 

(e.g. Cappe et al., 2010; Giard & Peronnet, 1999) but the exact pattern of results vary: Some studies 

observed superadditive responses (e.g. Giard & Peronnet, 1999; Molholm et al., 2002) while others 

observed subadditive effects (Cappe et al., 2010), and some even linked these early ERP effects to 

unspecific preparatory brain responses (Teder-Sälejärvi et al., 2002). Moreover, EEG-studies 

investigating the neural correlates of multisensory perception (e.g. the ventriloquist illusion) have often 

reported modulations at later processing stages (e.g. Bonath et al., 2007; Bruns & Roder, 2010; Busse 

et al., 2005). On the other hand, using MEG Raij et al. (2010) reported effects in visual cortex due to 

auditory stimulation already after 50 ms. Concordantly, electrocorticographical (ECoG) results in 

humans point at a modulation by auditory stimuli in primary visual cortex already after 28 ms (Brang et 

al., 2015). More recently, some authors have linked this auditory co-activation of visual cortex to an 

enhancement of visual sensitivity (Feng et al., 2017; van der Burg et al., 2011). Taken together, while 

there is some evidence for low-latency effects in in non-human animals, the emerging picture in humans 

is less obvious and the functional relevance of low-latency modulations is still debated.  

Some EEG-studies have looked into sound-induced visual benefits (Feng et al., 2017; van der Burg et 

al., 2011), yet the reverse effect of irrelevant visual stimulation on sound perception has gained 

considerably less interest. So far, there is some evidence of visually induced auditory enhancement at 

the behavioural level (Lovelace et al., 2003; Odgaard et al., 2004), but none concerning the temporal 

dynamics of this effect. However, this topic is of utmost theoretical importance as visually-induced 

enhancements of auditory perception may be governed by a different mechanism than the sound-induced 

enhancement of visual perception. In particular, auditory stimuli reach the cortex already after 10 –

 15 ms due to the mechanical signal transduction in the cochlea. Visual signals are slower due to the 

chemical transduction in the retina and reach the visual cortex around 45 – 50 ms (see e.g. Brang and 

colleagues (2015) for results from invasive recordings in humans). Thus, auditory stimuli could in 

principle reach the visual cortex earlier than a coincident visual stimulus and act as an advance cue to 

potentially modulate neural activity there. For the reverse case, this would not be possible. Here, visual 

stimulation could affect auditory processing only after 40 – 50 ms, a time period when the initial auditory 

processing has already occurred. Thus, it is at least conceivable that the mechanism in auditory cortex 

to increase auditory perception for coincident visual and auditory stimuli might differ and may occur at 

a later processing stage.  

Here, we tested this hypothesis in two experiments focusing on fMRI-signal changes in auditory cortex 

and auditory evoked potentials. In both experiments we used a psychophysical approach to determine if 
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participants’ perceptual sensitivity would increase for near-threshold auditory stimuli when paired with 

visual stimuli but not for above-threshold auditory stimuli paired with visual stimuli (relative to sound-

only conditions). In a first psychophysical-fMRI experiment, we identified the neural basis of the 

visually-induced enhancement in sound perception in auditory cortex. In a second psychophysical-EEG 

experiment, the time course of this auditory enhancement was characterised. We hypothesised that 

visual co-stimulation should enhance the perceptual sensitivity of low-intensity auditory stimuli. 

Further, fMRI-signals in low-level auditory cortex should be elevated by this visually-induced gain in 

auditory sensitivity. Finally, mid-latency auditory potentials (P50) should be modulated by the visually-

induced enhancement of auditory perception.  

 

Methods  

fMRI-experiment  

Subjects 

In the fMRI-experiment 20 healthy subjects (7 females, age 26.2 ± 3.6 years, range: 21 – 33 years) 

participated after providing written informed consent. All subjects reported normal hearing, normal or 

corrected vision, and claimed to be free of any psychiatric or neurological disorders. The experiment 

was approved by the local ethics commission of the Otto-von-Guericke University. 

 

Apparatus and stimuli 

The fMRI-experiment was programmed and presented using Matlab (Version R2011b, The Mathworks, 

Natick, USA) and the Matlab Toolbox Cogent 2000 (Version 1.3, 

http://www.vislab.ucl.ac.uk/cogent.php, London, UK). The visual stimuli were projected onto a display 

via a projector (VC, DLA-G150 CLE, 60 Hz). The subjects saw the display through a mirror mounted 

on the head coil. Background colour was light grey (RGB: [127,5 127,5 127,5]). A fixation cross was 

presented in the middle of the display during all experimental conditions. A black and white 

checkerboard (size: 1 ° x 1 ° visual angel, duration: 100 ms) was used as visual stimulus and presented 

in the right upper quadrant of the display (5 ° visual angle left and 1 ° visual angle above the fixation 

cross). Sounds were delivered using a piezo-electric loudspeaker which was connected to a 

programmable attenuator (Tucker Davis Technologies, Alachua, USA) outside the MRI-room via an 

electrical shielded cable. The loudspeaker was placed inside the magnet bore above the right upper 

quadrant of the mirror. Pure sinus tones (frequency: 2000 Hz, duration: 100 ms), which were presented 

near threshold (3 dB above auditory threshold) and at a high intensity (60 dB above auditory threshold) 

were individually chosen for each participant and served as targets. In the audiovisual conditions, visual 

and auditory stimuli were presented simultaneously. 
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Experimental Design and Experimental Procedure 

A 3 x 2 experimental design with the factors audition (factor levels: no sound/low-intensity/high-

intensity) and vision (factor levels: visual stimulus present/absent) was used and resulted in six 

experimental conditions in the main experiment. Low- and high-intensity sounds were individually 

adjusted to meet predefined accuracy criteria (low-intensity sounds: 50-75 % correct, high-intensity 

sounds: > 90 % correct). 

The fMRI-experiment comprised an initial auditory threshold determination, a threshold confirmation 

run with scanner noise, and the main psychophysical-fMRI experiment. 

First, the auditory threshold was individually determined via a staircase procedure using intensity steps 

of 2 dB. Predefined performance level for the low-intensity auditory stimulus was set within the range 

of 50-70 % accuracy. Further, threshold confirmation runs were implemented to confirm that the 

auditory threshold was not affected by scanner noise. Here, high- and low-intensity sounds were 

presented in gaps introduced between volumes (see below for scanning protocol). For threshold 

confirmation at least three runs with 50 trials were presented. After each run the sound intensity was 

adjusted to keep the performance level of the low-intensity auditory stimulus within the range of 50-

70 % accuracy.  

The main experiment consisted of six runs à 180 trials (see Figure 1 for experimental design) in which 

all conditions were included and presented in random order. The probability of occurrence was chosen 

so that the ratio between conditions with tone and without as well as the ratio between conditions with 

visual stimulus and without was balanced (high-intensity sound: 4 %, high-intensity sound & V: 4 %, 

low-intensity sound: 21 %, low-intensity sound & V: 21 %, V: 25 %, blank: 25 %). Hence, the visual 

stimulus carried no information about target occurrence.  

For the threshold confirmation runs as well as the main experiment the interstimulus interval (ISI) was 

2400 ms. Stimuli were presented for 100 ms and after a time period of 200 ms the participants had 

1000 ms to respond. A question mark above fixation served as response cue. Participants had to detect 

the presence or absence of the auditory stimulus (detection task) irrespective of the presence of the 

irrelevant visual stimulus (only presented during the main experiment). Participants responded with their 

right index and middle fingers. All stimuli were presented during the 500 ms long scanner noise free 

intervals. Moreover, null events were included to be able to estimate condition-specific BOLD-

responses (Henson, 2007). The respective conditions and the null events were presented in randomized 

order.   

 

Insert Fig 1 around here 
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Analysis of behavioural data 

The behavioural data was analysed using SPSS (Version 13.0, SPSS Inc, IBM Corporation, Armonk, 

USA). A 2 x 3 repeated measures ANOVA with two within subject factors (audition: high-intensity 

sound, low-intensity, no sound; and vision: present/absent) was used to analyse accuracy and was 

Greenhouse-Geisser-corrected, if appropriate. For post-hoc analyses, paired t-tests were used.  

Moreover, signal detection theory was used to distinguish perceptual sensitivity (dꞌ) from response bias. 

Perceptual sensitivity was calculated as follows (Green & Swets, 1966), whereby Φ−1 is a function that 

converts probabilities into z-values: 

d = Φ−1 (hits) − Φ−1 (false alarms) 

 

Scanning protocol 

A 3-Tesla MRI-scanner (SIEMENS MAGNETOM Trio syngo MR A35, Siemens Medical Systems, 

Erlangen, Germany) equipped with a Bruker head coil (Bruker-BioSpinMRI, Ettlingen, Germany) were 

used for MR data acquisition. Participants wore earplugs. Eye movements were monitored with a MRI-

compatible camera (Kanowski et al., 2007) and the software PupilTracker (HumanScan, Erlangen, 

Germany). For the functional measurements gradient-weighted T2*-weighted echo planar imaging (EPI, 

in-plane resolution: 3 x 3 mm2, 80 x 80 voxel, slice thickness 3.5 mm, 34 slices, TR: 2000 ms, inter-

volume gap: 500 ms, TE: 30 ms, flip angle: 80 °) were used (194 volumes per run, 6 runs). T1-weighted 

inversion recovery-EPIs with identical distortions as the EPI volumes (IR-EPI, TE: 40 ms TI: 1450 ms, 

all other parameters identical to the T2-weighted EPIs) were recorded for each participant to determine 

normalization parameters and for anatomical overlay. 

 

fMRI analysis 

The fMRI data was analysed using Statistical Parametric Mapping (SPM 12, Wellcome Trust Centre for 

Neuroimaging, London, UK) and Matlab (Version R2015b, The Mathworks, Natick, USA). After 

exclusion of the first 3 volumes to account for saturation effects, pre-processing of the data included 

slice-time correction, motion correction, co-registering of anatomical IR-EPI on functional EPI 

volumes, normalisation and smoothing (FWHM 6 mm).  

For statistical analysis at the single-subject level all correct trials of all 6 experimental conditions plus a 

7th regressor including all incorrect responses and misses were modelled using the hemodynamic 
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response and its temporal derivate. Further, individual motion parameters were included in the single-

subject first-level models. All contrasts of interest of all participants were then used in a flexible factorial 

design in a group-level random-effects model. To identify the auditory cortex while avoiding double 

dipping (Kriegeskorte et al., 2009), Neurosynth (Yarkoni et al., 2011) was used to create an independent 

auditory mask (search term ‘auditory’, search performed on 17.05.2017; the auditory mask was 

thresholded at p < 0.01, FDR-corrected).  

To detect correlations between the subject-specific accuracy gain (AV > A) and the regional BOLD-

differences (AV > A), the visually-induced enhancement of accuracy was included in an additional 

statistical analysis as covariate. For the analysis of the relationship of BOLD-signal changes and changes 

in perceptual sensitivity we computed the fMRI-contrast (sound paired with vision + no target) vs. 

(sound + no target with vision) to closely resemble the difference in dꞌ. Subject-specific behavioural 

gains were checked for outliers (mean +/- 2 standard deviations), and outliers were removed from these 

analyses to avoid spurious correlations. SPM Anatomy Toolbox (Anatomy 1.5, Research Center Juelich, 

Juelich, Germany) was used for a detailed labelling of activated areas. 

 

EEG-experiment 

The EEG-experiment was identical with the fMRI-experiment except for the following:  

 

Subjects 

30 healthy subjects participated after providing written informed consent (22 females, age 

25,03 ± 3.99 years, range: 18 – 35 years). Six participants were excluded because their average 

accuracies did not match the pre-defined criteria (low-intensity sounds: 50-75 % correct, high-intensity 

sounds: > 90 % correct). One participant was excluded due to strong artefact contamination (> 70 % of 

trials). 

 

Apparatus and Stimuli 

Stimuli were presented using the Psychophysics Toolbox (Brainard, 1997) and Matlab 2012b 

(Mathworks Inc.). Visual stimuli were presented on a LCD screen (22'', SAMSUNG 2233RZ, resolution: 

1650 x 1080, refresh rate: 60 Hz) with optimal timing and luminance accuracy for vision researches 

(Wang & Nikolić, 2011). In the main experiment, participants completed a minimum of 12 runs with 

100 trials each. No null events were included.  

The checkerboard (size: 0.849 ° x 0.849 ° visual angel) was again presented in the right upper quadrant 

(visual angle 4.844° horizontal, 4.844° vertical) and below a speaker (distance 7.352 °).  
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Experimental design 

Again, stimuli in the six different conditions were presented for 100 ms. A question mark served as 

response cue and appeared 800 ms to 1200 ms after stimulus onset. Thus, motor response activity in the 

analysed EEG time interval (< 500 ms) was reduced, and the onset-jitter reduced motor preparation 

activity. Participants had one second to respond after which a blank, variable inter-trial-interval was 

initiated (1300 ms to 1700 ms). Participants’ task was again to detect the presence or absence of the 

auditory stimulus while ignoring any visual co-stimulation. They responded using both thumbs and 

response-finger mapping was counterbalanced across participants. 

 

EEG Recordings 

Participants were seated in a dimly-lit, sound-attenuated chamber. EEG was recorded with a BioSemi 

Active-Two amplifier system from 64 Ag/AgCl electrodes arranged according to the international 10-

10 system, and with two extra, external mastoid electrodes. Moreover, horizontal (2 electrodes) and 

vertical (1 electrode) electro-oculogram (EOG) was recorded from three additional channels to monitor 

and later correct for eye movements and blinks. EOG electrodes were placed at the outer canthi of both 

eyes and infraorbital ridge of the left eye. Two additional electrodes (CMS: Common Mode Sense and 

DRL: Driven Right Leg) were used as reference and ground (standard for BioSemi system). Signals 

were sampled at 2056 Hz with 24-bit conversion resolution and 410 Hz low-pass filter (low-pass filter 

set to approx. 1/5 of the sampling rate). After recording, data were down-sampled to 256 Hz, high-pass 

filtered at 0.15 Hz, low-pass filtered at 40 Hz, converted to an average reference, and epoched from -

500 – 500 ms time-locked to stimulus onset. After removing large artefacts such as electrode drifts and 

muscle activity, independent-component analysis (ICA) was applied to the raw data to correct for eye 

blinks and eye movements using the MATLAB toolbox EEGLAB and the extended infomax ICA 

algorithm (Delorme & Makeig, 2004). Corrected raw data were epoched from -100 – 500 ms (as we 

focused on auditory event-related potentials), converted to an average mastoid reference and baseline 

corrected (i.e. -100 –  0 ms) after final inspection of the data. 

 

EEG Analysis 

The EEG analysis aimed at identifying the temporal dynamics of visually-induced benefits in auditory 

perception. For this analysis, we identified common auditory ERP-components in the time range of the 

P50, N1, and P3. In particular, we computed the differences between the unisensory auditory stimulation 

and the audiovisual stimulation. Specifically, we subtracted the vision-related ERPs from bimodal ERPs 

(AV – V) as well as the blank condition from the sound condition (A – blank). These subtractions were 
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calculated separately for the high- and low-intensity sound conditions. The resulting difference 

waveforms eliminate the effect of physical visual stimulation and should only reveal non-linear 

influences on auditory processing due to visual co-stimulation.  

 

Results 

Behavioural Results 

Participants of the fMRI-experiment performed better in the high-intensity sound conditions than in the 

low-intensity sound conditions, as expected (high-intensity: 98.6 %; low-intensity: 73.5 %). Moreover, 

there was also an increase in accuracy for the low-intensity sound condition if paired with vision relative 

to the low-intensity sound condition alone (77.1 % and 69.9 %, respectively). Even performance in the 

no-target condition was slightly increased if the no-target was paired with vision (non-target plus sound: 

90.9 % vs non-target alone 89.9  %), indicating that visual co-stimulation did not induce a response bias. 

A repeated measures ANOVA confirmed these observations and revealed main effects of vision and 

audition (audition [high-intensity/low-intensity/no sound]: F(1,19) = 42.3, p = 2.17*10-10; vision 

[present/absent]: F(1,19) = 20.3, p = 2.4*10-4). Most importantly, the interaction term also reached 

significance (F(2,38) = 8.1, p = 1.15*10-3). Post-hoc t-tests (Bonferroni corrected [pBF] when 

appropriate) confirmed a significant difference between low-intensity auditory stimuli with and without 

sounds (T(19) = 4.6; pBF =5.94*10-4) with 16 out of 20 subjects showing this effect, which was not 

found for high-intensity conditions and no-target conditions (pBF = .51 and pBF = 1, respectively). 

To confirm that this increase in performance was indeed due to an increase in perceptual sensitivity, a 

complementary t-test was calculated for the dꞌ of the low-intensity conditions. Note that we did not 

include high-intensity conditions because a majority of participants (n = 11) performed at ceiling there. 

For the low-intensity condition a significant increase in sensitivity was found if the tone was paired with 

vision (T(19) = 2.9, p = .009). 

The pattern of results for the EEG-experiment was virtually identical: High-intensity sounds were 

perceived more accurately as low-intensity sounds, as expected (99.5 % vs. 58.6 %); and low-intensity 

sounds were perceived more accurately if paired with visual stimuli vs. without (55.3 % vs 61.9 %). 

Here, even the no-target trials showed an increase in accuracy if paired with a visual stimulus (93.0 % 

and 94.2 %). For accuracy we again observed main effects of audition (F(1.6,34.8) = 415.3, p = 1.24*10-

23), vision (F(1,22) = 18.9, p = 2.56*10-4) and most importantly an interaction of vision and audition 

(F(1.3,27.8) = 18.0, p = 8.3 * 10-5). Accordingly, post-hoc t-tests indicated that the visually-induced 

benefit was most pronounced for low-intensity sounds with vision but reduced in the no-target condition 

and high-intensity sound condition (low-intensity: T(22) = 4.7, pBF = 3.51*10-4; no-target: T(22) = 2.3, 

pBF = .093; high-intensity: pBF = 1). Concordantly, an analysis of perceptual sensitivity revealed that 

low-intensity sounds were perceived better when paired with vision (T(22) = 4.7, p = 1.11*10-4). 
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Finally, a direct comparison of accuracies across experiments again revealed main effects of sound 

(F(1.5,62.2) = 256.1, p = 6.09*10-28) and vision (F(1,41) = 39.5, p = 1.69*10-7). Auditory intensity 

interacted with experiments (F(1.5,62.2) = 20.6, p = 1*10-6), which was due to a higher overall 

performance in the low-intensity conditions in the fMRI- than the EEG-experiment. Post-hoc t-tests 

indicate that overall performance was enhanced in the low-intensity sound condition in the fMRI-

experiment relative to the EEG-experiment (two-sample t-tests for low-intensity: T(41) = 4.8, pBF = 

6*10*-5; high-intensity: pBF = .63; no-target: pBF = .39). Most importantly, the crucial interaction of 

vision and audition did NOT interact with experiment (p = .75) but again revealed a significant increase 

for low-intensity sounds if paired with vision across both experiments (F(1.5,60.8) = 23.2, p = 5.03*10-

7; post-hoc paired t-tests for low-intensity: T(42) = 6.6, pBF = 15*10-8; high-intensity: pBF = .78; no-

target: pBF = .24). Likewise, the increase of perceptual sensitivity for the low-intensity conditions across 

experiment [repeated measures ANOVA with between subject factor experiment (EEG/fMRI)] revealed 

a main effect for vision on perceptual sensitivity (F(1,41) = 18.3, p = 1.1*10-4) which did not interact 

with the experimental set-up (EEG vs. fMRI: F(1,41) = 2.8, p = .105). Together, this pattern of results 

indicates that participants of both experiments successfully used the visual information to increase 

perceptual sensitivity. 

 

fMRI Results 

For the fMRI-results, we first compared sound with no-sound conditions and vision present with vision 

absent conditions as manipulation checks. As expected, for the contrast [vision > no-vision conditions] 

enhanced fMRI-signals were found in visual cortex mostly contralateral to the stimulated hemifield 

(Fig. 2a, Table 1a, p < 0.05, FWE-corrected, k > 50). For the contrast [sound > no-sound] conditions 

low-level auditory areas and bilateral medial geniculate bodies (MGB) of the thalamus expressed 

enhanced fMRI-signals (see Fig. 2b, Table 1b, p < 0.05, FWE-corrected, k > 50).  

 

Insert Fig 2 around here 

 

We then compared the effects of sound intensity in auditory regions (see Fig. 3a for auditory mask). 

High-intensity sounds (relative to low-intensity sounds) activated low-level auditory cortex (p < .05, 

FWE-corrected) and even auditory thalamus (Fig. 3b, Table 2a; note that we restricted our analysis to 

auditory areas independently identified by posterior probability maps provided by Neurosynth, Yarkoni 

et al., 2011). We next tested whether low-intensity auditory stimulation (with and without sound) would 

lead to increased fMRI-signals thereby identifying loudness-sensitive auditory areas. As predicted, we 

observed an increase in left-hemispheric superior temporal gyrus (STG) extending into the superior 

temporal sulcus (STS), albeit at a lower statistical threshold (Fig. 3c, p < .001, uncorrected at voxel level 
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but FWE-corrected at cluster level within the auditory mask). Note that low-intensity auditory stimuli 

generally evoke smaller fMRI-responses (Behler & Uppenkamp, 2016). 

 

Insert Figure 3 around here 

 

The critical comparison tested for nonlinear enhancements of audiovisual stimulation relative to 

unisensory auditory and visual stimulation. We observed a modulation of the STS adjacent to loudness-

sensitive temporal cortex by visual co-stimulation in the left hemisphere (Fig. 4a, Table 3a) and even 

the auditory thalamus (Table 3a). Unexpectedly, for the high-intensity sound condition paired with 

vision we also found enhanced responses in bilateral low-level auditory cortex and the thalamus (Fig. 4b, 

Table 3b). 

 

Insert Figure 4 around here 

 

Finally, we tested for a direct link between fMRI-signal modulations and participants’ behavioural 

benefits. To this end, we calculated for each participant the difference between the audiovisual and 

unisensory conditions for the two measures, the BOLD response and accuracy/d’ ([AV-A]), and tested 

for a correlation of both. Indeed, we observed a significant relationship of accuracy gain with BOLD-

increase in bilateral low-level auditory cortex (Fig. 5a, Table 4a). Automatic labelling with the SPM 

Anatomy toolbox indicated that this effect already occurs in TE 1.0 and TE 1.1, i.e. includes primary 

auditory cortex. Concordantly, a modulation of BOLD-responses in virtually identical areas was 

observed for the correlation of BOLD signal differences and perceptual sensitivity (Fig. 5b, Table 4b).  

 

Insert Figure 5 around here 

 

 

EEG Results 

For the ERP-results the high-intensity sound conditions were analysed first, as robust ERP-components 

could be expected for these more salient stimuli (Hegerl & Juckel, 1993). Components and time-

intervals were identified by visual inspection (of the unisensory and multisensory difference waves) 

which was based on common locations and time ranges for these components reported in the literature 
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(Hillyard, 1993). At frontal electrodes a P50 component was observed around 30 – 70 ms poststimulus, 

followed by a subsequent N1 component around 80 – 140 ms over central electrodes, and a subsequent 

positive deflection again over central electrodes in the time range of the P3, i.e. starting around 180 ms 

and peaking around 300 ms (see Fig. 6 upper part for topographies and Fig. 7, left side for ERP time 

course). A statistical comparison of mean voltage in these time windows for the contrast (AV minus V) 

vs. (A minus blank) revealed a significant enhancement of the P50 component over frontal electrodes 

for the audiovisual relative to unisensory auditory condition (T(22) = 2.71, p = .013). Moreover, 

significant modulations were found for the P3 component, with an enhanced positive deflection for 

audiovisual stimuli over central electrodes in the time range of 180 – 240 ms (T(22) = 4.69, p = 1.11*10-

4) and an inversion of this effect ([A - blank] > [AV - V]) at central and parietal electrodes in the range 

of 250 – 400 ms (T(22) = -2.13, p < .045). The effect for the N1 component was non-significant 

(T(22) = .17, p = .866). 

 

Insert Figure 6 around here 

 

Turning to the low-intensity stimuli, similar components were observed albeit at a longer latency, 

possibly due to the lower-intensity of the auditory stimulus (see Fig. 6 lower part for topographies and 

Fig. 7, right side for ERP time course). A statistical comparison of the P50 (30 – 100 ms), N1 (90 –

 240 ms) and P3-components (280 – 400 ms) only revealed a significant modulation in the time range of 

the P3 (i.e. starting around 280 ms) with a suppression of audiovisual relative to auditory stimuli 

(T(22) = -2.47, p = .022). P50 and N1 did not reach significance (p = .972 and p = .233, respectively). 

 

Insert Figure 7 around here 

 

One of the reasons for the reduction of effects might be that low-intensity stimuli do not only shift the 

peak latency to a later point in time, but the variability of peak latencies across participants may increase 

with reduced intensity as well. We therefore identified subject-specific peaks within the time range of 

the auditory ERP-components and used the peak voltage (plus a window of ±10 ms for early and short 

components, and ±30 ms for the longer P3) for a more in-depth analysis. However, again a significant 

modulation was only observed for the late time range of the P3 over centro-parietal electrodes (T(22) = -

2.45, p = .023) with a suppression of audiovisual relative to auditory stimuli. P50 and N1 did not reach 

significance (p = .297 and p = .441, respectively).  
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Finally, to directly test for a link of the EEG-signal with behaviour, we correlated the audiovisual 

increase in perceptual sensitivity (i.e. the dꞌ gain: dꞌAV low - dꞌA low) point-by-point with the difference EEG-

signal (i.e. EEG (AV low - V) - EEG (A low - blank)) for all EEG channels separately (see Fig. 8, top). The point-

wise correlation was corrected by using a cluster cut-off criterion (significant regression coefficient 

(p < .01) in 5 successive time points, see e.g. Myers et al. (2014) for a similar approach). This analysis 

revealed a significant effect over right-sided frontal electrodes (see Fig. 8, top) in the time range of the 

P3 (rho = .736, p = 1*10-4). While the aforementioned approach provides an unbiased analysis of the 

data it has at least one shortcoming: if components are not precisely localized in time across participants, 

correlations are likely to be non-significant. Thus, correlations of behaviour with lower-latency 

components (such as the P50) might be obscured if the latencies of these components vary across 

participants. This potential problem may less affect later components as these occur over a wider time 

range (slow components).  

As activity in the primary auditory cortex (see fMRI results) indicated that MSI may occur rather early 

in the ERP, we additionally analysed the P50 amplitude (i.e. the multisensory benefit: EEG (AV low - V) -

 EEG (A low - blank)) and correlated it with the audiovisual increase in perceptual sensitivity (i.e. the dꞌ gain: 

dꞌAV low - dꞌA low; see Fig. 8, bottom). Here, we used the subject-specific peaks of the P50 to reduce the 

variability in latency across participants. Indeed, this analysis revealed a correspondence of behaviour 

with electrophysiology for the P50 similar to the observed fMRI-behaviour relationship (rho = .38; p = 

3.78*10-2). Hence, this effect appears to closely resemble the correlation of fMRI-responses and 

behaviour in low-level auditory cortex for which we observed a significant relationship of subject-

specific fMRI-signals with behaviour. 

 

Put Figure 8 around here 

 

Discussion 

In this study we tested whether visual stimuli would enhance auditory perceptual sensitivity, and 

characterized the neural underpinnings and temporal dynamics of this effect. In two independent 

experiments, we consistently observed a robust increase in perceptual sensitivity for lower-intensity 

sounds paired with visual stimulation. Concordantly, with fMRI a difference in fMRI-signal was 

observed in auditory STS. Importantly, a direct link between subject-specific increase in perceptual 

sensitivity and BOLD-signal was observed in low-level auditory regions including TE 1.0. For EEG, 

modulations of low-intensity sounds plus vision were only observed in a later time range starting around 

280 ms over central electrodes when analysing ERP mean-amplitudes. Moreover, a correlation of ERPs 

and perceptual sensitivity was also observed in the late ERP time range. However, this ERP-behaviour 

relationship showed smaller behavioural gains for increased ERP-amplitudes unlike the relationship 
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found with fMRI. Most importantly, for subject-specific amplitude modulations we also observed an 

interplay of ERP-signals and perceptual sensitivity at an early time range (P50) closely resembling the 

effects observed with fMRI in low-level auditory cortex including A1 (TE 1.0).    

Our behavioural results are in good agreement with earlier behavioural studies reporting enhanced 

detectability for sounds if paired with visual co-stimulation (Lovelace et al., 2003; Odgaard et al., 2004). 

Moreover, the pattern of results also fit well with the large body of evidence reporting beneficial effects 

of non-informative co-stimulation in a task-irrelevant modality on perceptual sensitivity in an attended 

modality (Feng et al., 2017; Frassinetti et al., 2002; Hoefer et al., 2013; Jaekl & Soto-Faraco, 2010; 

Lovelace et al., 2003; Noesselt et al., 2010). Hence, the increase in perceptual sensitivity supports the 

notion of a general multisensory mechanism which enhances sensory representations by task-irrelevant 

co-stimulation in a second modality. 

The neural basis of visually-induced enhancements of low-intensity sounds was observed in auditory 

STS close to loudness-sensitive auditory regions in the left STG/STS, contralateral to the visual 

stimulus. Here, the fMRI-signal for low-intensity sounds was elevated if sounds were paired with a 

visual stimulus. In accord, several previous imaging studies have linked the STS to audiovisual 

integration (e.g. Hein & Knight, 2008; Noesselt et al., 2010; Noesselt et al., 2012; Stevenson & James, 

2009; Venezia et al., 2017; Watson et al., 2014; Werner & Noppeney, 2010). Note, however, that many 

of these previous imaging studies have used audiovisual speech-stimuli, which might not be comparable 

to the simple stimuli used here. In particular, during speech, mouth movements precede vocalisation by 

about 100 – 150 ms (Schroeder et al., 2008). Hence, changes in the visual speech signal can serve as a 

temporal cue to inform the auditory modality that auditory information is imminent, unlike here. In our 

two experiments, non-semantic visual and auditory information were presented synchronously. Here, 

we corroborated previous imaging studies on audiovisual interplay with non-speech stimuli (Noesselt et 

al., 2010;  Werner & Noppeney, 2010). These studies reported modulations in STS for non-semantic 

audiovisual stimuli, and directly linked them to subject-specific changes in behaviour, including sound-

induced visual contrast enhancements (Noesselt et al., 2010). We extend these findings to the paradigm 

of visually-induced increases in auditory sensitivity for simple stimuli.  

Most importantly, a direct link between brain responses and behaviour was already observed in primary 

auditory cortex (TE 1.0). This pattern of results lends further support to the notion that increases in 

perceptual sensitivity are indeed related to modulations of sensory representations and that this 

modulation can be caused by a visual stimulus. Accordingly, previous unisensory auditory studies have 

linked modulations in low-level auditory cortex with perceived loudness in addition to an increase in 

physical sound pressure level (e.g. Behler & Uppenkamp (2016)). Moreover, several imaging studies 

on audiovisual interplay reported modulations of neural signalling in low-level auditory cortex 

(including A1) in animals (Brosch et al., 2005; Kayser et al., 2008; Kayser et al., 2009) and humans 
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(Lehmann et al., 2006; Noesselt et al., 2007; Noesselt et al., 2010). In our study we demonstrate that 

this increase in BOLD-response in auditory regions is related to enhanced auditory performance. 

Remarkably, we also observed some indication of a direct link between event-related potentials and 

behaviour in the time range of the auditory P50 paralleling the effects found in the fMRI-experiment. 

These findings are in line with electrophysiological effects due to multisensory stimulation in a similar 

time window (Cappe et al., 2010; Giard & Peronnet, 1999; Mercier et al., 2013; Murray et al., 2005; 

Senkowski et al., 2011; Talsma et al., 2007). However, previous effects within this time range were 

either observed in no-go trials (Cappe et al., 2010) or resulted in speeded reaction times (Mercier et al., 

2013; Senkowski et al., 2011) but not an increase in perceptual sensitivity as found here. Although we 

observed a medium sized ERP-behaviour relationship (rho = .38), the group-mean P50 for the low-

intensity sounds was not enhanced by visual stimulation. This could be due to the smaller P50 elicited 

by low-intensity sounds, i.e. a poorer signal-to-noise ratio (SNR), which is unavoidable when working 

with near-threshold stimuli. Thus, a lower SNR, may reduce the chance of identifying differential effects 

across conditions, unlike the higher-intensity sounds which elicited a robust P50.  

Notably, higher-intensity sounds plus vision also enhanced both, average fMRI-signals in low-level 

auditory cortex and the P50. However, these imaging and electrophysiological findings were not 

mirrored by a behavioural benefit as accuracy was always at ceiling. In sum, for low-intensity sounds, 

we observed that an increase in audiovisual P50 scaled with behavioural performance but found no 

overall enhancement of the P50 by vision; and we found the exact opposite for the high-intensity sound 

conditions in both experiments, i.e. an increase in mean BOLD-response and mean amplitude of the 

P50. A possible explanation to reconcile these findings could be that the influence of visual input on 

processes in auditory cortex occurs automatically. In case of low-intensity sounds, the increase in 

amplitude of the audiovisual P50 might be masked by noise (see also Picton et al., 1997; Rapin et al., 

1966 & Tucker et al., 2001) while it is observed more readily at higher intensity levels. At the 

behavioural level, this automatic neuronal interplay can only affect the behavioural outcome for near-

threshold stimuli as performance is well below ceiling. In contrast, no behavioural benefits can be 

observed for higher-intensity sounds as performance is already at ceiling there.  

Given the latency of this modulation, the functional neuroanatomy underlying such automatic interplay 

may be found at the level of the thalamus which receives visual and auditory input (Henschke et al., 

2015; Komura et al., 2005; Noesselt et al., 2010; Tyll et al., 2011). Indeed, we observed a robust 

modulation of the auditory thalamus for auditory stimuli paired with vision, especially for higher-

intensity sounds paired with vision. Thus the enhancement of the audiovisual P50, which was observed 

for higher-intensity sounds paired with vision, might be due to interactions within the thalamus.  

One functional role the thalamus has been implicated in is gatekeeping; and an electrophysiological 

marker for gatekeeping is indeed the P50 as this component is consistently reduced for redundant 

auditory stimuli (Smith et al., 1994). In our audiovisual context, however, the size of the P50 
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enhancement scales with elevated behavioural performance. This may suggest that concurrent 

audiovisual stimulation acts like inverse gatekeeping, thereby leading to a bottom-up driven increase in 

perceptual sensitivity. Possible related effects have recently been reported for an auditory detection task 

(Sadaghiani et al., 2009), where higher pre-stimulus activity in the dorsal attentional network effectively 

reduced performance, whereas higher activity in the default mode network increased behavioural 

performance. This may also explain the inverse relationship of behavioural benefit and ERP-

enhancement for the P3. Recall, that we observed a decrease in the mean amplitude of audiovisual P3 

over central electrodes and that this effect scaled inversely with performance. While some have linked 

modulations of the P3 to auditory sensitivity of near threshold auditory stimuli (Hillyard et al., 1971) 

most authors have related this component to several post-perceptual phenomena, including memory 

update and awareness (Railo et al., 2011). However, it is not obvious how this modulation of a late and 

putatively cognitive component could fit the pattern of behavioural results, as behavioural performance 

suggested that a modulation of sensory representations should occur. Hence, one would expect to 

observe a modulation of sensory ERPs. If the late P3 modulation would be related to a change in neural 

signalling in auditory cortex, this could be due to feedback signals from higher cortical regions which 

may be more commonly associated with the P3 (Railo et al., 2011). This large effect in higher cortical 

areas might also mask concurrent but smaller sized modulations in auditory cortex.  

However, this alternative explanation does not account for the direction of the brain-behaviour 

relationship found with fMRI. There, we observed a coupling of increased fMRI-signals with increased 

behavioural performance for the AV relative to the A condition. For the P3-component, this relationship 

was reversed. One could now argue that ERP results and fMRI results do not always fully match, as 

fMRI accumulates all signals of a given trial, whereas ERPS reflect signal processes within a trial. But 

we observed a similar pattern of brain-behaviour-coupling for fMRI in low-level auditory cortex and 

the P50. Thus, the P3 modulation might rather be due to cognitive processes which may in fact hinder 

audiovisual integration, similar to the effects observed in an unisensory auditory detection task 

(Sadaghiani et al., 2009).  

In sum, the comparison of results of Experiments 1 and 2 revealed remarkable similarities across 

experiments. For high-intensity sounds we observed increased amplitudes of the P50 for audiovisual 

stimuli in the ERP-experiment together with enhanced BOLD-responses for audiovisual stimuli in 

primary auditory cortex in the fMRI-Experiment. For low-intensity sounds audiovisual stimulation 

enhanced fMRI-signals in low-level auditory cortex. This effect was not mirrored by a similar increase 

in audiovisual ERPs. It should be noted, however, that accuracy for the low-intensity conditions were 

also lower in the ERP- relative to the fMRI-experiment. It may be the case that this lower overall 

accuracy in the ERP-experiment further decreased the signal to noise ratio, thereby reducing the 

amplitude differences for low-latency responses to auditory and audiovisual stimuli. Nevertheless, the 

behavioural benefit for low-intensity sounds when paired with sounds was observed in both experiments 
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and was paralleled by significant brain-behaviour correlations in both the fMRI- and EEG-experiment. 

While the fMRI-experiment revealed a positive correlation of behavioural gain and fMRI-signal in low-

level auditory cortex, the EEG-experiment provided evidence for a positive correlation in the time range 

of the P50 but also for a negative correlation in the time range of the P3. Although we focused in this 

study on the auditory cortex, we decided to test the fMRI-signal for a negative correlation of fMRI-

signal and behaviour outside auditory cortex. Indeed, a negative relationship of fMRI-signal was 

observed in right-hemispheric superior and middle frontal gyrus (at p < 0.03, k > 50; SFG: k = 276, T = 

4.17; p = 3.41*10-4; MNI = 22/-2/54; MFG: k = 202; T = 4.04; p = 4.29*10-4; MNI = 44/22/34). This 

finding supports the suggestion that P3 activity and its correlation with behaviour was linked to activity 

in higher cortical areas. Taken together, we observed a striking similarity between fMRI- and ERP-

results. Both experiments consistently revealed a positive correlation of multisensory behavioural 

benefit with neural signals in auditory cortex in line with our hypotheses. Hence, our results suggest that 

subject-specific visually-induced enhancements in auditory perception are consistently linked to 

elevated BOLD-responses in low-level auditory cortex and early modulations in the time range of the 

P50.  

The underlying small circuit mechanisms supporting visually-induced changes in auditory processing 

still need to be elucidated. Schroeder & Lakatos (2009) have suggested that phase resetting of ongoing 

oscillatory activity could serve as a general underlying mechanism. This mechanism would enhance 

sensory processing by a signal from the second modality which occurs just before the task-relevant 

stimulus reaches the cortex. Further, the authors provided evidence for phase resets in primary visual 

cortex due to auditory co-stimulation and in primary auditory cortex due to tactile co-stimulation 

(Lakatos et al., 2007; Lakatos et al., 2008). In both cases, the second modality can influence the task-

relevant modality as signal transduction times are similar or even faster for the second modality. In our 

paradigm auditory stimuli coincided with visual stimuli, which would lead to auditory information 

reaching the cortex before visual information (Brang et al., 2015). Hence, a phase reset of auditory 

cortex might not necessarily help ongoing sensory processing. Others however, have pointed at more 

complex relationships between frequency bands and at specific time points which may increase or 

reduce sensory processing (Naue et al., 2011). Future invasive electrophysiological studies in auditory 

cortex are needed to comprehend the exact neural mechanisms underlying our fMRI and ERP effects. 

Together, our results point at a modulation of auditory perception by visual stimulation that can be linked 

to a modulation of brain responses in auditory cortex. These changes in neural processing already start 

at around 40 ms, which is consistent with a mechanism operating at the level of the thalamus and/or 

direct crosstalk between sensory-specific cortex and we provide fMRI-evidence for an involvement of 

the thalamus. However, this modulation was also observed for higher-intensity sounds with behavioural 

performance already at ceiling. This suggests that this early modulation may reflect an automatic, 
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bottom-up driven intersensory mechanism which can boost perception in particular contexts 

independent of stimulus intensity.    
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Table captions 

Table 1. Main Effects of Vision and Sound. Table 1a: Local maxima for the comparison vision > no vision 

(p < .05, FWE-corrected, k > 50). Table 1b: Local maxima for the comparison sound > no-sound conditions 

(p < .05, FWE-corrected, k > 50). Table shows for each significant cluster the number of contiguous voxels, T-, p- 

value and MNI-coordinates of local maxima, plus anatomical regions (from left to right). Cortical regions are 

named in accordance with the SPM anatomy toolbox, percentage corresponds to likelihood of voxel belonging to 

a particular functional region (NA = no well-defined anatomical label). Abbreviations: L=Left, R = Right; 

ACC = Anterior Cingulate Cortex, IFG = Inferior Forntal Gyrus, IPL = Intraparietal Lobule, IPS = Intraparietal 

Sulcus, LOG = Lateral Occipital Gyrus, MGB = Medial Geniculate Body, MOG = Medial Occipital Gyrus, 

MTG = Medial Temporal Gyrus, POS = Parieto-Occipital Sulcus, SMG = Supramarginal Gyrus, STG = Superior 

Temporal Gyrus, TOS = Transversal Occipital Sulcus; MNI = Montreal Neurological Institute. 

Table 2. Main effect of Loudness in Auditory Areas. Table 2a: Local maxima for the comparison High-intensity 

> Low-intensity sound conditions (p < .05, FWE-corrected). Table 2b: Local maxima for the comparison Low-

intensity > No sound conditions (p<.001, Small Volume-cluster corrected (SVC) within auditory mask). Table 

shows for each significant cluster the number of contiguous voxels, T-, p- value and MNI-coordinates of local 

maxima, plus anatomical regions (from left to right). Cortical regions are named in accordance with the SPM 

anatomy toolbox (NA = no well-defined anatomical label), percentage corresponds to likelihood of voxel 

belonging to a particular functional region. Abbreviations: L = Left, R = Right; MGB = Medial Geniculate Body, 

STG = Superior Temporal Gyrus; MNI = Montreal Neurological Institute; * = not cluster-corrected. 

Table 3. Superadditive Effects of Audiovisual relative to Visual and Auditory stimulation. Table 3a: Local 

maxima for the comparison Low-intensity sound with vision > [Low-intensity sound only and vision only] (p < .01, 

k > 50).  Table 3b: High-intensity sound with vision > [High-intensity sound only and vision only] (p<.05, FWE-

corrected). Table shows for each significant cluster the number of contiguous voxels, T-, p- value and MNI-

coordinates of local maxima, plus anatomical regions (from left to right). Cortical regions are named in accordance 

with the SPM anatomy toolbox (NA = no well-defined anatomical label), percentage corresponds to likelihood of 

voxel belonging to a particular functional region. Abbreviations: L= Left, R=Right; MGB=Medial Geniculate 

Body, MTG = Medial Temporal Gyrus, STG = Superior Temporal Gyrus, STS = Superior Temporal Sulcus; 

MNI = Montreal Neurological Institute; * = not cluster-corrected. 

Table 4. fMRI-Signal Behaviour Correlation in Auditory Areas. Table 4a: Local maxima for the fMRI-

accuracy correlation of difference of low-intensity sounds with vision minus low-intensity sound alone (p < .03, 

k > 50).  Table 4b: Local maxima for the fMRI- dꞌ correlation of difference of [low-intensity sounds with vision 

+blank] minus [low-intensity sound only + vision only] (p < .03, k > 50, n = 19 due to one behavioural outlier).  

Table shows for each significant cluster the number of contiguous voxels, T-, p- value and MNI-coordinates of 

local maxima, plus anatomical regions (from left to right). Cortical regions are named in accordance with the SPM 

anatomy toolbox (NA = no well-defined anatomical label), percentage corresponds to likelihood of voxel 

belonging to a particular functional region. Abbreviations: L = Left, R = Right; MTG = Medial Temporal Gyrus, 

STG = Superior Temporal Gyrus; MNI = Montreal Neurological Institute. 
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Figure Captions 

 

Figure 1. Experimental design of fMRI and ERP-study. Different timing between MR and EEG experiments 

are denoted above each subpart of the trial. Either unimodal auditory stimuli (low or high intensity) or concurrent 

audiovisual stimuli (sound plus checkerboard) were presented. In the remaining two conditions no stimulus or just 

the checkerboard were shown. A question mark always served as response cue. Participants had to report whether 

a sound was present. Note that the visual stimulus provided no information whether a sound had occurred (see 

main text for details). 
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Figure 2. Main effects of vision and sound. Fig. 2a depicts the main effect of vision > no-vision (p < .05 FWE-

corrected) in medial (upper row) and lateral occipital regions (lower row). Fig. 2b depicts the main effect of sound 

> no-sound (p < .05 FWE-corrected) in superior temporal regions. Activation maps are overlaid on the group-mean 

anatomical image. Neurological convention is used. Numbers at the bottom of each slice denote MNI-coordinates. 

Colour coding indicate T-value. 
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Figure 3. Main effect of Loudness in Auditory Areas. Fig. 3a depicts the auditory mask in superior temporal 

cortex (created with Neurosynth; posterior-probability map; search term ‘auditory’; p<.01 FDR-corrected) which 

was used for all subsequent analyses (see Fig. 3b,c Fig. 4, Fig. 5 and Tab. 2-4). Fig. 3b depicts the effect of high-

intensity > low-intensity sounds (p<.05 FWE-corrected) in superior temporal cortex. Fig. 3c depicts the effect of 

low-intensity sound > no-sound (p < .001 FWE-cluster-corrected) in left superior temporal gyrus. Activation maps 

are overlaid on the group-mean anatomical image. Neurological convention is used. Numbers at the bottom of 

each slice denote MNI-coordinates. Colour coding indicates T-value. 
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Figure 4. Superadditive Effects of Audiovisual relative to Visual and Auditory stimulation. Fig. 4a: depicts 

the effect of Low-intensity sound with vision > [Low-intensity sound only and vision only] (p < .01, k > 50) in 

left-hemispheric superior temporal gyrus/sulcus (top) and auditory thalamus (below).  Fig. 4b depicts the effect of 

high-intensity sound with vision > [high-intensity sound only and vision only] (p < .05, FWE-corrected) in bilateral 

superior temporal gyrus including TE 1.0 (top) and auditory thalamus (below). Activation maps are overlaid on 

the group-mean anatomical image. Neurological convention is used. Numbers at the bottom of each slice denote 

MNI-coordinates. Colour coding indicates T-value.  
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Figure 5. fMRI-Signal Behaviour Correlation in Auditory Areas. Fig. 5a depicts the effects for the fMRI-

accuracy correlation of difference of low-intensity sounds with vision minus low-intensity sound only (p < .03, 

k > 50) in low-level auditory cortex. Fig. 5b depicts the effects for the fMRI-dꞌ correlation of difference of [low-

intensity sounds with vision + blank] minus [low-intensity sound only plus vision only] (p < .03, k > 50, n = 19 

due to one behavioural outlier) in low-level auditory cortex. Scatter plots next to brain slices show brain-behaviour 

correlation of local maxima in left and right-hemispheric low-level auditory cortex. Activation maps are overlaid 

on the group-mean anatomical image. Neurological convention is used. Numbers at the bottom of each slice denote 

MNI-coordinates. Colour coding indicates T-value. 
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Figure 6. Topographies of Low- (bottom) and High-Intensity (top) Auditory Evoked Potentials (component 

names displayed on left side). The left column shows the ERP difference waveforms for A – blank (E1), The 

middle column shows the difference for AV – V (E2), and the right column shows the difference E2 – E1. 

Electrodes of Interest (EOIs) from which waveforms were derived are highlighted in white.  
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Figure 7. Time course of Low- (right) and High-Intensity (left) ERPs (component names displayed on left 

side). The time ranges used for statistical analyses are highlighted in grey. The left column shows ERPs for high 

intensity trials and the right side shows ERPs for low intensity trials. 
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Figure 8. Channel-wise Point-by-Point Regression with Behaviour (Top). All non-significant (rho close to 

zero) data points shown in green. Furthermore, we show the topography of the significant cluster. The scatter-

plot shows the individual improvement in d-prime (AV vs. A) plotted against the individual mean amplitude 

shift within the cluster (AV vs. A). Topography and scatter plot (Bottom) for the correlation of behavioural 

performance gain (AV vs. A) and P50 increase (AV vs. A). 

 

 


